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Abstract (2007) in using unreducea-expressions. This al-
lows A-conversion to apply in the semantic de-
rived tree, producing the final logical form. Our
approach uses three different forms of the reflex-
ive, T'-form, V'-form and TP-form, each repre-
sented as a multi-component set in syntax, follow-
ing Ryant and Scheffler (2006) and Kallmeyer and
Romero (2007), and as a reflexive function in se-
mantics. With this, we capture all the core verbal
argument cases of reflexive use. We further show
how only one of the three forms is acceptable in
a given sentence and how Condition A of Chom-

In this paper, we present an STAG analysis
of English reflexives. In the spirit of Ryant
and Scheffler (2006) and Kallmeyer and
Romero (2007), reflexives are represented
as a multi-component set in the syntax,
with a degenerate auxiliary tree controlling
the ¢ feature agreement between a reflex-
ive and its antecedent. On the semantics
side, the reflexive is a valence-reducikhg
expression, identifying two arguments of

a single predicate. We then demonstrate
that with minimal modifications, our anal-
ysis can be extended to capture raising and
ECM cases. Finally, we argue that Condi-
tion A of Chomsky’s binding theory can be
derived as a consequence of our treatment
of reflexives.

Introduction

sky’s (1981) binding theory can be derived as a
consequence of our analysis.

While we adopt the same basic syntax as Ryant
and Scheffler and Kallmeyer and Romero, seman-
tically our approaches are quite different. The pre-
vious approaches employ semantic feature unifi-
cation in the derivation structure (Kallmeyer and

1 Romero, 2008), with composition taking place
Synchronous Tree Adjoining Grammar (STAG)in a flat, conjunction-based semantics. Our ap-
provides an isomorphic mapping of derivations beproach uses\-calculus on the semantic derived
tween a pair of TAG grammars. This mappingree, which is constructed using the derivation
can be exploited to map a source syntactic derivatructure on the semantics side that is isomor-
tion to an isomorphic semantic derivation, whichphic to the derivation structure on the syntax side.
derives a semantic representation for a sentenddérough this, we are more readily able to capture
by combining semantic elementary trees (Shiebehe insights of Reinhart and Reuland (1993), rep-
1994). As a result, STAG is a useful tool for anresenting our reflexive as a function upon predi-
alyzing natural language phenomena at the sywates, rather than a relationship between two nom-
tax/semantics interface (Han and Hedberg, 200&als, the reflexive and its antecedent. As a con-
Nesson and Shieber, 2006; Han, 2007; Nesson asdquence of this, we make use of different forms
Shieber, 2007). We extend that research by pref the reflexive depending upon where it appears
senting an STAG analysis for reflexive pronouns ifn a predicate’s argument structure. By choosing
English, augmented with syntactic feature unificathis approach in which the reflexive works upon a
tion as defined in Vijay-Shanker and Joshi (1988)predicate, we are able to capture instances of re-
For the semantic elementary trees, we follow Haflexives occurring in both mono- and multi-clausal
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In the simplest cases, a reflexive appears in th
same clause as its antecedent. moRL [ B[t 44 A arl
(1) Jimy introduces himselfto Bill 5. T ® K el
(2) Jimy introduces Bil} to himself,. Vi VPD: 6] T @l
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Elementary trees for (1) are in Figure 1. In v PP
(aintroduces), each DP argument substitution sit \
t P [BDP:| 6]

is specified with an unvalueg feature, which will
unify with a ¢ feature from the substituted DP. o
We adopt the feature structures proposed in Vijay=ijgure 1: Elementary trees falim, introduces
Shanker and Joshi (1988) and the conception @fmsdf, to Bill;
feature unification defined therein. Each node has
a Top feature (notated &s:), and a Bottom fea-
ture (notated a :). At the end of a derivation, the and will substitute into DPin (aintroduces), and
Top and Bottom features at each node must unifyhimselfr) is a degenerate 'Tauxiliary tree,
incompatible feature values will cause a derivatiospecified with a Topp feature. As in Kallmeyer
to crash. In ¢introduces), the features from the and Romero (2007), ourghimself) ensures
DP subject and the DP direct object are passdtie agreement between the reflexive and its an-
over as Top features on the sister bar-level nodégcedent, the subject DP in [Spec,TP], by adjoin-
and Bottom features on the next highest maximang at T in (aintroduces). The Top feature of
projection. When adjoining takes place, the Togshimselfr/) must unify with the Tope feature
features of the adjoining site must unify with theof T’, which in turn must agree with the Bottom
Top features of the adjoining auxiliary tree’s root¢ feature of TP and the feature of the subject
node, and the Bottom features of the adjoining®P in (aintroduces) through coindexation. Cru-
site unify with the auxiliary tree’s foot node Bot- cially, this is the only syntactic constraint at work.
tom features.dintroduces) is paired with a seman-In the semantics,of himself;+) introduces a func-
tic elementary treec(introduces). In the seman- tion of type <<e<et>>, <et>>. This func-
tic tree, F stands for formula, R for relation and Ttion is labelled as % (Rf for reflexive), and sub-
for term. We will assume that T can host reflexivestitutes into the T node labeled with lidk] B
functions as well as argument variables and cor{e/introduces). AfterA-conversion, this function
stants. Boxed numerals indicate links between thgturns an<et> type predicate where the argu-
syntactic and semantic elementary tree pairs; if ament variable corresponding bomself and an ar-
operation is carried out at one such node on thgument variable corresponding to the antecedent
syntax side, a corresponding operation is carrie@re identified. The isomorphic syntactic and se-
out at the linked node(s) in the semantics. For sinfhantic derivation structures are given in Figure 2,
plicity, we only indicate links which are required and the syntactic and semantic derived trees in Fig-
in the derivation of the example sentences. ure 3.

The reflexive employed for (1) is a’-form, Virtually the same set of trees will derive (2).
identified ashimself;». In the syntactic multi- The only difference is that the form of the reflex-
component set, afhimself) bears a¢ feature ive employed here is the Mype, as defined in
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Figure 3: Derived trees falim, introduces himself, to Bill;

(1) (cintroduces) , _, (1) («/introduces) >
P, P, T

(ajim)  (abill) o {(ahimself-),(3himselfr)} (o/fim)  (a/bil)  (o’himself)

Figure 2: Derivation structures fdimy introduces
himself, to Bills

Figure 4. The ghimself) adjoins at the ¥node

To derive (3), T-type reflexive must be em-
ployed but with a different semantic elementary
tree from the one in Figure 1. The newfype re-
flexive tree pair is given in Figure 7athimself;/)
in Figure 7 ensures that the variable corresponding
to the indirect objechimself and the variable cor-
responding to the subject antecedent are identified.

in (cintroduces) in Figure 1, ensuring the agreeThe isomorphic syntactic and semantic derivation
ment between the reflexive and its antecedent, tiséructures are given in Figure 8 and the syntactic
direct object DP in [Spec,VP]. On the semanticeind semantic derived trees in Figure 9. After
side, @/himself/) introduces a function of type conversion has taken place on the semantic derived

<<g<g<et>>>,<e<et>>>, performing es-
sentially the same operation as’lfimselfr/) in

tree, the formula for (3) is (6).

(6)

introduces(jim,bill jim)

Figure 1. The derivation structures for (2) are given

in Figure 5 and the derived trees in Figure 6. After
A-conversion has taken place on the semantic d
rived trees, the respective formulas for (1) and (2

are (4) and (5).

(4)
(®)

introduces(jim, jim, bill)

introduces(jim, bill, bill)

(ahimself, ) DPJt :35gM (Bhimselfy) \/7 *[t :3sgM

D (o’himself,) Trs

himself AP e co<et>>>AT.P(x, )

Figure 4: New elementary trees fdimy intro-
duces Bill; to himselfs

. (aintroduces) (3'2) (/introduce)

<(52)
D DPy, v %\
(aj (abill) ” {(chimself,),(Bhimself,)} (o/jim)

(o/bil) (u’himselfw)>

Figure 5: Derivation structures fdrmy introduces
Bill5 to himselfs

(ahimself) DP[t :3sgM (ﬁhimselfp)-r/*[t 3sgM
|‘3 } (a’himselfr:) Ty
himself AP e <o ceps>s>AzAn.P(x, 2, x)

Figure 7: New elementary trees fdim, intro-
duces Bill; to himself,

<(53)

(ajim)

(aintroduces) (0'3) (</introduces) >
DP; ko

@b {(chimself) (Shimselt)}  (a/fim)  (a’bill)  (o’himself)

Figure 8: Derivation structures fdrm, introduces
Bill; to himself,

Syntactic constraints on derivation emerge
when considering cases where there is no agree-
ment between the reflexive and its antecedent, as
in (7).

()

Here, the reflexive would come with a degener-
ate T tree (3herself) carrying a feature specifi-

* Jimy introduces hersejfto Gillians.
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Figure 6: Derived trees falimy introduces Bills to himselfs
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Figure 9: Derived trees falim,y introduces Bill; to himself,

cation of [3sgF]. However, substitution afdim) tion A consists of two stipulations: a locality re-
into (aintroduces) will transfer the value [3sgM] quirement, and a structural relationship between a
onto the T node of that tree. This would block thereflexive and its antecedent. Under our approach,
adjoining of (Bherself), as there would be a fea- the locality requirement is provided by the for-
ture clash preventing unification. malism, in that the composition of the multi-

Note also that (1) cannot be derived with th&omponent set mgst_remain cha_l to a single ele-
V/-type reflexive. While nothing in the syntax Iore_me.ntary tr.ee.. A binding domain is thus naturally
vents the use of(ahimself,), (3himself, )}, fol- defined. Similar to Kgllmey_er and Romero (2007_),
lowing the links through to the semantics WouloIhe c_-command reIa’Flonshlp between the reflexive
result in an illegal derivationa{himself,), which @nd its antecedent is also a consequence of our
takes an argument of typee<e<et>>> would analysis. The difference is that our analysis ac-

be substituted at a node where its sister is of Sgpmplishes this without stipulating a dominance

mantic type<e<et>>. The semantic derivation relationship between the two members of the re-

would crash at this point, as functional applicatior{l(’:‘x'v_e setin the syntax.. A,S shown above, the se-
cannot be applied mantic type of the reflexive’s tree governs the loca-

_ “tion where it can be substituted in semantics. Fol-
Thus, both the syntax and semantics work ifowing the links from the semantics back to the

concert to obviate spurious derivations. What igyntax, this translates into a constraint upon the
worth considering here is that illegal derivationsstryctural relationship between theand 3 trees

have been blocked without any recourse to a cofy, the reflexive set. Only the derivation that pro-
straint such as Condition A. At its core, Condi-



duces a syntactic derived tree where fhdree arate experiencer. The new elementary trees re-
of the reflexive set dominates the tree can be quired for (9) are in Figure 13. As shown in
mapped onto a fully composable semantic deriveHigure 14, in syntax, (Miles) is substituted
tree. As in the case of Kallmeyer and Romero, thisito (seemsto), which is then adjoined into
necessary dominance easily translates into the @xto_love). Both components of themsdfr set
command constraint embedded within Conditionthen compose withato_love): (ehimself) sub-

A, as theg tree of the reflexive must be adjoined atstitutes into DR, and (Zhimselfr) adjoins onto

a sister node to a potential antecedent. As a resuf,. Here, we assume multiple adjunction, as de-
both portions of Condition A are consequences dfined in Schabes and Shieber (1994), so that
the present analysis and constraints upon semanfi¢ghimselfr) and (3seemsto) adjoin to the same

well-formedness. T’ node in @to_love). As (Bhimselfy/) is a de-
o generate auxiliary tree, the order of adjoining is
3 Raising unimportant, as either order results in the same

: . :

Our analysis of English reflexives is extendable tg€rved tre(?. In semant|c§a himselfr/) substi-

instances of raising, as in (8) and (9). tutes into ¢/to_love) and (3’seemsto) adjoins to
(o’to_love). The derived trees are in Figure 15.

(8) Jake seems to himseffto be happy. (+/9) yields the formula in (11) aftex-conversion.
(9) Julian, seems to Milesto love himself. (ojake) ppasgM (VIake) T
In the first raising case, (8), the reflexive is an ar- L‘) jake

gument of a different predicate than its antecedent. \
The elementary trees required for (8) are given in e

Figure 10. We use theeems to tree presented in (ahappy) R : 1] (o'happy) ¢
Storoshenko (2006), extended with a matching se-

: : o @oPl (6] BT[] R @7y
mantic treet Following the derivation in Figure PaN |
11, in syntax, Ghimselfr/) adjoins to the Troot of T P Azhappy(r)
(Bseemsto), unifying with its Tope¢ feature. This o ¥ e
feature must then unify with the Tepfeature of T ‘ |
in (a happy), the adjunction site fop§éeemsto), be  Ad

and agree (through coindexation) with the Bot-
tom ¢ feature of TP and the feature of the sub-
ject DP in @happy). In semanticsahimselfr) (Fseemsto) [T [t ¢ (F'seemsto) R
substitutes into/§'seemsto), which adjoins tod’

happy). Derived trees are shown in Figure 12. Af-

ter A-conversion on4’'8) is complete, the formula Vi VP 6] R R
for (8) is (10). | |

seems PP V' [t: o] AQeess>Ayrz.seemsto(Q(z),y)

happy

T VWP R [T

(10) seemsgo(happy(jake), jake) b DPJL[QJ]A*

(11) seemdo(love(julian, julian), miles)

to t

In the second raising case, (9), both antecedeRigure 10: Elementary trees fdiake, seems to
and reflexive are arguments of the same predhimself, to be happy
cate, to which fseemsto) adjoins with a sep-

A reviewer questions why the semanticssedms to pre- ©8)  (ahappy) @'8) («’happy)
sented here contains an argument slot for the subject of the oP: v
embedded clause, when it is not present in the syntactic ele- (cjdke)  (Bseemsto) (@jke)  (F'seemsto)

mentary tree ofeemsto. This is a function of the fact that the . ‘

semantic elementary tree fegems to that we have defined {(ahimselfy ), (3himselfr )} (ohimselt-)
adjoins to the predicate of typeet> coming from the em- ‘

bedded clause. As this predicate takes an argument to retymgyre 11: Derivation structures fdake, seemsto
a proposition which is one of the argumentsseéms to, an .

argument slot for the subject of the embedded clause is ne@'—ms{alf4 to be happy
essary in the\-expression foseemsto.
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Figure 12: Derived trees falake; seems to himself, to be happy
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VAN |
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Figure 15: Derived trees falulian, seemsto Miles; to love himself,

(ajulian) DP[3sgM («/julian) T (amiles) DP[3sgM (a/miles) T
| | | |
D julian D miles
| |
Julian Miles
(atodove) TR : ] (o/to love) E
[DP;| [¢:] "t s i) Br [T
VP R [T

to \Y [2DP;|[6r]  AzAy.lovesy,z)

love

Figure 13: New elementary trees fiulian, seems
to Miles; to love himsdlf,

(69) (ato_love) (0'9) (a’to_love)
P, 1
DP, T
(ajulian) {(chimselfy),(3himselfy)} (Bseemsto) (o'julian) (a’himselfr) (3'seemsto)

P,

(amiles) (a’miles)

Figure 14: Derivation structures fdulian, seems
to Miles; to love himself,

4 ECM

Our analysis is also extendable to instances of
ECM, asin (12).

(12) Julian believes himselfto be intelligent

The elementary trees required for (12) are
shown in Figure 16. Here, we propose a third form
of the reflexive, the TP-type, specified for subject
positions. Because the reflexive is a subject, it is
impossible for the antecedent to be found locally,



(ato.beintelligent) pTRY: ;] (o'to-beinteligent) pr (Bbelieves); the reflexive’s Top feature is responsi-

aor 6] T ito) Ko ble for carrying the agreement across clauses. The
syntactic and semantic derived trees are in Figure
R Arnteligentr) 18. The final formula reduced fromy/(L2) is (13)2
© V‘ ATF’ (13) believes(julian, tde intelligent(julian))
be  Adj
‘ (012) (ato_be intelligent) (0'12)  («/to_beintelligent)
intelligent TP
(heieres) 1950 (believes ] {(ahimselfy»),(3himsélf )} (ﬁbeneD\Les) (o’ himselfyp) (ﬁ’be‘lieves)
(ajulian’) (/julian)
[IDP;| [¢4] T [t : i) R ar
/N, N Figure 17: Derivation structures falulians be-

‘ lieves himsdlf, to be intelligent

\ TP*  ApAz.believesgz, p)

In our analysis of ECM, we have required

betieves no ECM-specific featural specifications on the
(ahimseltzp) ppiasgy (Shimselfrr) Tpx(; :3sgM predicates, contrary to the ECM derivations in
Kallmeyer and Romero (2007). There, the ECM

(a’himselfrp) R ) . .
T T predicate was endowed with special features to
himselt waQa<s>Qup)  permit a variable representing the subject to be
Figure 16: Elementary trees fdulian, believes passed gol\_/mwar:l 'gt_]?r the embed(rj]edf clausfe;hour
himself, to be intelligent approach limits the differences to the form of the

reflexive itself.

5 Conclusion

motivating a distinct treatment bridging two sep-

. . . Using STAG mechanisms including links and iso-
arate predicatesafimselfrp) is unchanged from . . . -
. . . o morphic syntactic and semantic derivations, we
the previous forms, whileghimselfrp), with its

Top ¢ feature, is a TP-adjoining auxiliary tree.have shown that different binding possibilities for

verbal argument reflexives are captured within

e i .
(o’himselrp) introduces a function that eNSUreShe definition of the reflexive itself. Furthermore,

the identification of the subject argument of theWe have shown that Condition A can be derived

e . o
. . oo |f'rom constraints upon STAG derivation. We have
higher clause. Following the derivation in Figure P

. . . L t ided a treat t of ‘picture’ h
17, (Ghimseliyy) and (believes) muliply adjoin ¢ ForTe i B oce s logophors
to the TP node of dto_be.intelligent). The TP '

: . . (Pollard and Sag, 1992; Reinhart and Reuland,
nodes of bothdto_be.nteliigent) and Gbelieves) 1993), and we defer cases of non-argument reflex-

receive¢ feature values from DP’s substituted atlves, such agim did it himsalf, to future work.

their respective subject positions. Through adjoin-

ing (Bhimselfrp) and (believes) to the TP node Acknowledgment

of (ato_be.intelligent), the Top¢ feature from _

(Bhimselfrp) and the Bottomy feature from the W€ are extremely indebted to the three anonymous
root TP in (3believes) must unify, as Top features'@VIewers of TAG+9. Their insightful comments
present at an adjoining site must unify with theand criticisms were crucial in reshapmg our paper.
features of the root of an adjoining tree. This en\ll remaining errors are ours. This work was sup-

sures the agreement between the reflexive whidPried by NSERC RGPIN/341442 to Han.

is the subject of the embedded clause and the an-

tecedent which is the subject of the higher clause. 2Nothing in our analysis so far rules out (i).
Note that under Vijay-Shanker and Joshi’s defini- ()
tion of feature unification, the Bottogfeatures of , ]
h t TP node ofdto_be intelligent) would not An independent fact of the grammar thatnself cannot re-
the roo node ofc(to- g ceive accusative case from the subject position of a finite

have to unify with thep features of the root node of clause accounts for the ill-formedness of (i).

* John believes that himself is intelligent.
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Figure 18: Derived trees falulian, believes himself, to be intelligent
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